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WP 2 - Propagation of the solar wind 
from the Sun to L1



Objective
From solar surface predict the MHD variables at L1 and 1 A.U.

using first principles physics models



Multi-layered coupled modelling
GONG data used to get potential B-field

At 20 Solar radii data interpolated from AWSoM onto SWIFT grid and 
solution propagated to 1 AU

Use potential field as starting point for AWSoM simulation

SWIFT should be viewed as essential an EU 
variant of the widely used ENLIL code

AWSoM used to replace the WSA in WSA-
ENLIL with a first principles physics package



GONG data disk image



GONG data disk image

Line-of-sight so only 
120 degrees used



GONG data disk image

Line-of-sight so only 
120 degrees used

Poor resolution at poles so 
fitting schemes needed 



GONG data disk image

Line-of-sight so only 
120 degrees used

Poor resolution at poles so 
fitting schemes needed 

Project onto 
longitude-latitude



GONG Data
6 GONG sites take full-disk images every ~minute

These are averaged into 10 
minute images

Image covers 120 degrees

Overlapping images 
averaged with a weight 
based on 

A full rotation image can be updated every ~8hrs

Hourly updates need special treatment of western edge weighting

Poles are poorly resolved and need extrapolation… 



Potential Field Source Surface (PFSS)

Radial magnetic field at the solar surface from GONG

Chose a surface Rss, usually at 2.5 Rsun

On Rss fix the field to be radial to 
match field structure expected due to 
solar wind

Potential field between Rsun and Rss



WSA-ENLIL typical results



PROGRESS Project
Aim to predict MHD variables at 1 A.U. from GONG data

Replace empirical models of WSA with first principles model

Allow full vector B-field

Use 2 temperature MHD

Shock heating of ions, thermal conduction in electrons



Alfvén Wave Solar Model (AWSoM)

Extended MHD physics:
• Two (Ti, Te) or three (Ti||, Ti⊥, Te) temperatures 

• Equations for parallel and antiparallel propagating turbulence (w±)
• Physics-based reflection of w± results in turbulent cascade
• Physics-based apportioning of turbulence dissipation (at the gyro-radius 

scales) into coronal heating of various species
• Wave pressure gradient acceleration of solar wind plasma
• Collisional and collisionless electron heat conduction
• Radiative plasma cooling using CHIANTI

B. van der Holst et al. ApJ 782, 81 (2014).

Solves for the Alfven wave energy, 
across all wave-numbers, propagating 
along B and against B.



Mathematical Models

Normal MHD + 2T and Alfven pressure



Mathematical Models

Heating from Alfven wave turbulence



Mathematical Models

Turbulence energy advection and reflection



• Wave energy densities of counter-propagating transverse Alfvén waves parallel (+) and 
anti-parallel (-) to magnetic field:

• The wave reflection is due to field-aligned component of the Alfvén speed gradient and 
vorticity.

• Phenomenological wave dissipation (Dmitruk et al., 2002):                    
• Similar to Hollweg (1986), we use a simple scaling law for the transverse correlation 

length
• Poynting flux of outward propagating turbulence:

Alfvén Wave Turbulence

Alfvén wave advection

energy reduction in expanding flow

wave reflection

wave dissipation



Computational Grid: AWSoM
Inner HeliosphereSolar Corona

• AWSoM uses stretched spherical grid for solar corona
• Significant grid stretching to grid resolve the upper chromosphere and transition 

region in addition to artificial transition region broadening
• Due to the very high resolution below 1.15Rsun AWSoM is too slow to achieve faster 

than real-time.



AWSoM-R: Upshift the Inner Boundary

Inner HeliosphereSolar Corona

• We use the lower boundary of the AWSoM-R model at R = 1.15Rs

• We apply 1D thread solutions along PFSS model field lines to bridge the AWSoM-
R model to the chromosphere through the transition region.

Model low
Boundary->
1.15 R_s



Apply 1D Thread Solution
Inner HeliosphereSolar Corona

• Recognise that between 1Rs and 1.15Rs u || B and u≪v_MHD
• Quasi-steady-state mass, momentum, energy transport and wave turbulence 

transport is solved along the connecting field line implicitly (1D equations!)
• The speed-up of AWSoM-R is about a factor 200 compared to AWSoM
Still takes 14 hrs on 128 cores to run from one GONG map

Model low
Boundary->
1.15 R_s

Thread
çTe, a-

Ne, a+, dTe/ds➔



AWSoM - SWIFT Coupling

AWSoM provides MHD variable at 21.5 Rsun

AWSoM is in co-rotating frame but output to buffer in inertial

SWIFT uses the inertial frame buffer MHD values as driver for 
2T MHD solution of 

Energy equations for each species 

Shock heating of ions, thermal conduction for electrons



SWIFT Thermal Conduction

Electron mean-free-path in SW is roughly 1 A.U.

Classical Spitzer-Harm conduction not valid

Instead adopt approach of Hollweg

Maximum heat carried by electrons

With

No satisfactory solution to parallel 
conduction fast enough for a prediction code



The	Dakota	toolkit	provides	an
interface	between	simulation	codes
and	iterative	analysis	methods.[2]

Contains	algorithms	for	optimization,
uncertainty	quantification	(UQ),	
parameter	studies,	calibration,	and	
sensitivity/variance	analysis.

We	perform	a	Sensitivity	Analysis	
(SA)	of	AWSoM/SWIFT	on	the	three	
free	parameters,	quantifying	
accuracy	of	solar	wind	predictions	
using	the	L1-norm	compared	to	
OMNI	data.



June 2010

Best	fit	 L1	results	for	three	Carrington	rotations
May 2014 May 2017

The best reliable fit was selected as:
Poynting flux per unit B = 1.1e6 Wm-2 T-1

Stochastic exponent (controls Alfven wave heating) = 0.34
While scaling GONG can improve fit this was not chosen as no physics reason to justify

Allowed us to reduce runtime to 14 hours on 32 cores so fits on a workstation

<latexit sha1_base64="2e6hEbGh/ydbBHMaRPhncSXdRns=">AAACL3icbVDLahsxFNXkVcd5OcmyGxETSBZxZkxokkXAaaFk6VI7NnicQSNrbGFpNEh3Qswwf5RNf8WbUlJKt/mLamwvmscBwbnn3IvuPWEiuAHX/eUsLa+srn0orZc3Nre2dyq7e7dGpZqyNlVC6W5IDBM8Zm3gIFg30YzIULBOOP5S+J17pg1XcQsmCetLMox5xCkBKwWVr75gERx9D65PP/uaD0dwHPh0oABfYbd26QOXzGDPvfuEfRmqh6wj87vspJ7Pq1ZReHk5qFTdmjsDfku8BamiBZpBZeoPFE0li4EKYkzPcxPoZ0QDp4LlZT81LCF0TIasZ2lM7Br9bHZvjg+tMsCR0vbFgGfq/xMZkcZMZGg7JYGRee0V4nteL4Xoop/xOEmBxXT+UZQKDAoX4eEB14yCmFhCqOZ2V0xHRBMKNuIiBO/1yW/Jbb3muTXv21m1UV/EUUIf0QE6Qh46Rw10g5qojSh6RFP0hH47P5yfzh/n77x1yVnM7KMXcJ7/AUKtp1g=</latexit>

<latexit sha1_base64="KQbM3DrVjHhj/v9eBTEzAwD/gDY=">AAACL3icbVBNbxMxEPWmlKYppQGOXCyiSuHQdB0hygUpBQlxDCJfUjZZeR1vYsVer+xZRLTaf9RL/0ouCFEhrvwLvEkOkPIkS2/em5FnXpRKYcH3v3uVgweHD4+qx7WTR6ePz+pPng6szgzjfaalNqOIWi5FwvsgQPJRajhVkeTDaPm+9IdfuLFCJz1YpXyi6DwRsWAUnBTWPwSSx9D8HF5fvguMmC/gZRiwmQb8FpMWCUAobjHxp69xoCL9NR+qYppftItt1SsLUtTCesNv+Rvg+4TsSAPt0A3r62CmWaZ4AkxSa8fET2GSUwOCSV7UgszylLIlnfOxowl1a0zyzb0FPnfKDMfauJcA3qh/T+RUWbtSketUFBZ23yvF/3njDOI3k1wkaQY8YduP4kxi0LgMD8+E4QzkyhHKjHC7YraghjJwEZchkP2T75NBu0X8Fvn0qtFp7+KooufoBWoigq5QB31EXdRHDN2gNfqB7rxb75v30/u1ba14u5ln6B94v/8ANvunUQ==</latexit>

<latexit sha1_base64="5OxUB7+2NXN5tgcxSOHesyBeNhA=">AAACL3icbVBNaxsxENUmaeO6X25yzEXEFNxD3ZVpkl4CTgMlx4T6C7z2opW1toi0WqTZELPsP8qlfyWXEFpKr/kX0do+tE4fCN68N4NmXpRKYcH3772Nza1nz7crL6ovX71+87b2bqdndWYY7zIttRlE1HIpEt4FAZIPUsOpiiTvR5enpd+/4sYKnXRgnvKRotNExIJRcFJY+xZIHkPje3jy6WtgxHQGH8KATTTgY0yaBwEIxS0m/vgQByrS13lfFeP8Y6tYVp2yIEU1rNX9pr8AfkrIitTRCudh7TaYaJYpngCT1Noh8VMY5dSAYJIX1SCzPKXskk750NGEujVG+eLeAr93ygTH2riXAF6of0/kVFk7V5HrVBRmdt0rxf95wwziL6NcJGkGPGHLj+JMYtC4DA9PhOEM5NwRyoxwu2I2o4YycBGXIZD1k5+SXqtJ/Ca5+Fxvt1ZxVNAe2kcNRNARaqMzdI66iKEbdIt+ol/eD+/O++39WbZueKuZXfQPvIdHPaunVQ==</latexit>



AWSoM-SWIFT Time Dependent

Time accurate for comparison with OMNI and WSA-ENLIL

T1 T2 T3

GONG data 

AWSoM steady 
state

Interpolate 
buffer values

Time accurate
SWIFT runs

Only at real T3 can SWIFT time accurate simulations start
These give time accurate answers from simulation time T2
SWIFT simulations fast and continued after T3 with buffer fixed
Start a new SWIFT run at T4 etc.

T4



AWSoM-SWIFT predictions





AWSoM-SWIFT compared to ENLIL



WSA-ENLIL vs
WSA_ENLIL Cone



Summary

• AWSoM-SWIFT optimised for full Carrington rotation synoptic GONG 
magnetograms

• AWSoM speed improved by a factor ~100

• Optimised codes now run on 32 cores in ~12 hours

• Parallel conduction no traceable within fluid model, ad hoc limiter chosen over 
SNB

• Carrington fit ‘good’ but predictions from daily synoptic maps ‘poor’

• Need long time base to test accuracy of predictions cf. WSA-ENLIL but initial 
visual inspection show neither approach ‘good’ cf. Carrington rotation fits






