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Data based modelling of radiation belt electron 
fluxes at GEO



Radiation Belts

Galaxy 15

Between 1985-2012 there 
have been 19 serious 
incidences

Five of which resulted in a 
total loss of the satellite

Manufacture costs/satellite 
$250 - $350 M

Lost revenue /satellite  
~$ 150 M/year

Satellite lifetime
15-20 years

Telstar 401 Galaxy 4
Irrecoverable Loss of Satellite

Unresponsive to 
ground control 
commands

Interfered with other 
communication 
satellites 

Recovered after 1 year



Galaxy 15

Geostationary communication satellite

Became unresponsive to commands 
after a small space weather event and 
began to drift

Galaxy 15′s telecommunications 
remained fully functional 

This could have interfered with the 
AMC-11 satellite that distributes 
television throughout the USA

Courtesy- Orbital Sciences

Spacecraft in the Radiation Belts



We need to be able to forecast the times when the radiation belt 
environment will be hazardous to the spacecraft to help satellite operators 
mitigate any issues arise with the spacecraft.

To forecast these events we need a reliable model of the radiation belts

Aims

Work Package 6 of PROGRESS is devoted to the development of models 
that are able to forecast the electron radiation in the radiation belts.

The effects of space weather: Radiation Belts
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First principles          vs. System identification approach



Standard Approach

€ 

S = L(x,x
•

,t)dt∫

dL =
∂L

∂x
ii

∑ dx
i
+

∂L

∂ x
•

i

d x

•

i

i

∑

Physical Knowledge 

First Principles

Assumptions

Modelling
First principles          vs. System identification approach



Standard Approach Systems Approach

€ 

S = L(x,x
•

,t)dt∫

dL =
∂L

∂x
ii

∑ dx
i
+

∂L

∂ x
•

i

d x

•

i

i

∑

Physical Knowledge 

Input Data Output DataFirst Principles

Assumptions

Modelling
First principles          vs. System identification approach



Standard Approach Systems Approach

€ 

S = L(x,x
•

,t)dt∫

dL =
∂L

∂x
ii

∑ dx
i
+

∂L

∂ x
•

i

d x

•

i

i

∑

Physical Knowledge 

Input Data Output DataFirst Principles

Assumptions
System ID

Modelling
First principles          vs. System identification approach



Standard Approach Systems Approach

€ 

S = L(x,x
•

,t)dt∫

dL =
∂L

∂x
ii

∑ dx
i
+

∂L

∂ x
•

i

d x

•

i

i

∑ € 

S = L(x,x
•

,t)dt∫

dL =
∂L

∂x
ii

∑ dx
i
+

∂L

∂ x
•

i

d x

•

i

i

∑

Physical Knowledge 

Input Data Output DataFirst Principles

Assumptions
System ID

Modelling
First principles          vs. System identification approach



Standard Approach Systems Approach

€ 

S = L(x,x
•

,t)dt∫

dL =
∂L

∂x
ii

∑ dx
i
+

∂L

∂ x
•

i

d x

•

i

i

∑ € 

S = L(x,x
•

,t)dt∫

dL =
∂L

∂x
ii

∑ dx
i
+

∂L

∂ x
•

i

d x

•

i

i

∑

Physical Knowledge 

Input Data Output DataFirst Principles

Assumptions
System ID

Modelling

Physical Knowledge of 
the System 

First principles          vs. System identification approach
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System Identification

BLACK BOX

Input to the system, u(t) System Output measurement, y(t)

Mapping the input to the output
• Neural Networks
• Genetic Algorithms
• Linear Prediction Filters 
• NARMAX – Physically Interpretable 
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NARMAX

€ 

y(t) = F[y(t −1),...y(t − ny ),
u1(t −1),...,u1(t − nu1 ),...,
um (t −1),...,um (t − num ),
e(t −1),...,e(t − ne )]+ e(t)

Polynomial 
• FROLS algorithm

Involves three stages
1. Structure selection: Error 

Reduction Ratio (ERR)
2. Coefficient estimation
3. Model validation

Nonlinear AutoRegressive Moving Average with eXogenous inputs

NARMAX Model:
• Nonlinear Function F. e.g. 

Polynomial, Wavelets, etc.
• Degree of polynomial
• Type of wavelet

• Inputs
• System lags
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NARMAX FROLS
Coefficient Estimation

u3(t − 2)u4 (t −1)
u1(t −1)
y(t −1)
u3(t − 4)
y2 (t − 4)

Model 
Terms

Least 
Squares

ŷ(t) = a ⋅u3(t − 2)u4 (t −1)+
b ⋅u1(t −1)+
c ⋅ y(t −1)+
d ⋅u3(t − 4)+
e ⋅ y2 (t − 4)

Structure Selection



Electron Flux Models  
A separate NARMAX model was developed for the >800 keV and >2 MeV 
energies using:

Output Data
GOES Electron Fluxes J
Lags: 24 hours, 48 hours

Input Data
Solar wind Velocity V, Density n,
the Dst Index Dst, z IMF Bz, and
the time IMF was southward per day 𝜏"#.
Lags: 24 hours, 48 hours



Electron Flux Models  
A separate NARMAX model was developed for the >800 keV and >2 MeV 
energies using:

Output Data
GOES Electron Fluxes J
Lags: 24 hours, 48 hours

Input Data
Solar wind Velocity V, Density n,
the Dst Index Dst, z IMF Bz, and
the time IMF was southward per day 𝜏"#.
Lags: 24 hours, 48 hours

F is a third degree polynomial

J(t) = F [J(t� 24h), J(t� 48h),

V (t� 24h), V (t� 48h),

n(t� 24h), n(t� 48h),

Bz(t� 24h), Bz(t� 48h),

⌧Bz (t� 24h), ⌧Bz (t� 48h),

Dst(t� 24h), Dst(t� 48h),

e(t� 24h), e(t� 48h)]



Electron Flux Models - Performance 
The performance of the model was assessed using the Correlation Coefficient 
(CC)

and Prediction Efficiency (PE)

Where y(t) is the measured output at time t, ŷ is the forecast output, N is the 
length of the data and the bar indicates the mean.
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>800 keV Electron flux model at geosynchronous orbit

>2 MeV Electron flux model at geosynchronous orbit

PE = 0.700 and CC = 0.847  
for 18 months of data 
between  01/01/2011 
30/06/2012

PE = 0.786 and CC = 0.894 
for over 26 months of data 
between 14/04/2010 to 
30/06/2012

Electron Flux Model – SNB3GEO
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Electron flux – SNB3GEO

NOAA-REFM vs. SNB3GEO
Balikhin et al. [2016], Space Weather
March 2nd, 2012 - January 1st 2014.



Electron flux – SNB3GEO

NOAA-REFM vs. SNB3GEO
Balikhin et al. [2016], Space Weather
Fluxes

log10(Fluxes)

March 2nd, 2012 - January 1st 2014.

Model Correlation PE

REFM 0.73 -1.31

SNB3GEO 0.82 0.63

Model Correlation PE

REFM 0.85 0.70

SNB3GEO 0.89 0.77



Heidke Skill score

Event Forecast Event Observed

Yes No Marginal Total

Yes a b a + b

No c d c + d

Marginal Total a + c b + d a + b + c + d = n

HSS = 2(ad − bc)
[(a+ c)(c+ d)+ (a+ b)(b+ d)]

Electron Flux Models - Performance 



NOAA-REFM

SNB3GEO

Electron Flux Models - Performance 
Space Weather 10.1002/2015SW001303

Table 2. Contingency Tables and Heidke Skill Scores for the REFM Predictions

Fluence (cm−2 sr−1 d−1) >108 >108.5 >109

REFM HSS 0.666 0.482 0.437

Observation Yes No Yes No Yes No

Forecast

Yes x = 86 z = 22 x = 23 z = 22 x = 4 z = 7

No y = 43 w = 510 y = 21 w = 595 y = 3 w = 647

threshold, REFM had seven false positives and three false negatives, while SNB3GEO had only two false posi-
tives and three false negatives. For a threshold of 108.5, SNB3GEO had fewer false positives and negatives than
REFM, while at the lowest threshold, it had many fewer false negatives though more false positives.

We estimate the sensitivity of the skill score to a single event by decreasing or increasing x, y, or z by 1 and
accordingly decreasing or increasing one of the other variables by 1. This results in 12 unique perturbed com-
binations giving S, from which we calculate the RMS difference with respect to the actual S. For the threshold
of 108, this RMS difference was 0.66% for REFM and 0.53% for SNB3GEO. For the threshold of 108.5, this RMS
difference was 2.4% for REFM and 1.6% for SNB3GEO. For the threshold of 109, this RMS difference was 13% for
REFM and 12% for SNB3GEO. Clearly, the Heidke skill score is sensitive to a single event when there are very
few events above a given threshold.

5. Discussion

The parameters of the forecast accuracy presented in Tables 1–3 show that the accuracy of the forecast is
very similar for the NOAA and SNB3GEO models with SNB3GEO performing slightly (5%–10%) better. One
of the currently unresolved problems in the forecast of high-energy electron fluxes at GEO with an advance
time in excess of the time required for the solar wind to propagate from L1 to the magnetopause is the inabil-
ity to predict dropouts caused by magnetopause shadowing [Shprits et al., 2006; Loto’aniu et al., 2010; Turner
et al., 2012, 2014]. This problem can only be solved by the accurate forecast of solar wind parameters at L1.
Without such a forecast at L1 the reliability of any model to forecast the dropouts of fluxes caused by the
earthward motion of the magnetopause will be very low. Moreover, in the case of the SNB3GEO model a sig-
nificant dropout due to a large displacement of the magnetopause can affect more than one forecast value.
The REFM model methodology includes a correction factor for the subsequent forecast based on recent com-
parison between forecasts and daily observations as it was mentioned above. In general, the incorporation
of such a correction procedure into a NARMAX-type model should not lead to a significant improvement in
the performance of the model since, according to the NARMAX methodology, the error terms (e) of the model
should account for the effects of inputs to the dynamical system that are not included within the model. In
the development of SNB3GEO, it was found that the incorporation of error terms had little effect on the fore-
cast quality. However, it is worth checking if some improvement in the accuracy of the SNB3GEO model with
respect to magnetopause shadowing can be achieved by incorporating a methodology similar to that used
by REFM, but in a simplified version since the time scale of magnetopause displacements is less than 1 day.
This correction approach has been adopted for the forecasts of the SNB3GEO model in the following way.

Table 3. Contingency Tables and Heidke Skill Scores for the SNB3GEO Predictions

Fluence (cm−2 sr−1 d−1) >108 >108.5 >109

SNB3GEO HSS 0.738 0.634 0.612

Observation Yes No Yes No Yes No

Forecast

Yes x = 106 z = 33 x = 31 z = 19 x = 4 z = 2

No y = 23 w = 499 y = 13 w = 598 y = 3 w = 652
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A separate NARMAX model was developed for each of the 5 low energies 
(30-50 keV, 50-100 keV, 100-200 keV, 200-350 keV, 350-600 keV) using:

Output Data
GOES Electron Fluxes
Lags: 24 hours, 48 hours

Input Data
Solar wind Velocity V, Density n, 
Pressure p, the Dst Index Dst, 
and southward IMF B
Lags: 2 hours, 3 hours,…, 48 hours

Electron Flux Models: Low energies  



A separate NARMAX model was developed for each of the 5 low energies 
(30-50 keV, 50-100 keV, 100-200 keV, 200-350 keV, 350-600 keV) using:

Output Data
GOES Electron Fluxes
Lags: 24 hours, 48 hours

Input Data
Solar wind Velocity V, Density n, 
Pressure p, the Dst Index Dst, 
and southward IMF B
Lags: 2 hours, 3 hours,…, 48 hours

F is a fourth degree polynomial

Electron Flux Models: Low energies  

J(t) = F[J(t − 24h), J(t − 48h),
v(t − 2h),v(t −3h),...,v(t − 48h),
n(t − 2h),n(t −3h),...,n(t − 48h),
p(t − 2h), p(t −3h),..., p(t − 48h),
Dst(t − 2h),Dst(t −3h),...,Dst(t − 48h),
B(t − 2h),B(t −3h),...,B(t − 48h),
e(t − 24h),e(t − 48h)]+ e(t)



Model Forecast 
Horizon 
(hours)

PE (%) CC (%) Period

40-50 keV 10 66.9 82.0 01.03.2013-
28.02.2015

50-100 keV 12 69.2 83.5 01.03.2013-
28.02.2015

100-200 keV 16 73.2 85.6 01.03.2013-
28.02.2015

200-350 keV 24 71.6 84.9 01.03.2013-
28.02.2015

350-300 keV 24 73.6 85.9 01.03.2013-
28.02.2015

> 800 keV 24 72.1 85.1 01.01.2011-
28.02.2015

> 2MeV 24 82.3 90.9 01.0.12011-
28.02.2015



Forecast Horizon of NARMAX models

The amount of time that the NARMAX model is able to forecast 
into the future is dependent on the minimum exogenous lag within 
the final NARMAX model.

For example, if the minimum exogenous lag within the NARMAX 
model is a velocity value 10 hours ago

Where a is the coefficient, then if we know the velocity at the 
present time t, then we can calculate an estimate of the electron 
flux, J, at time t+10 hours (a 10 hour ahead forecast) 

J(t) = aV (t −10)+...

J(t +10) = aV (t)+...
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Spatio-temporal modelling of radiation belt 
wave mode
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[16] Electron fluxes for this study are provided by the
Combined Release and Radiation Effects Satellite (CRRES).
CRRES was launched on 20 July 1990, and was orbiting at a
perigee of 1.05 RE and at an apogee of 6.26 RE with an
inclination of 18° and orbital period of 9.4 hours. The
Medium Electron A (MEA) instrument [Vampola et al.,
1992] installed on CRRES measures electron fluxes and
provides excellent coverage of almost all equatorial pitch
angles due to CRRES near-equatorial orbit. The energies,
measured by MEA, are logarithmically distributed from
0.15 to 1.58 MeV, with seventeen energy channels in total.
The pitch angle resolution, provided by CRRES MEA, is 5°.
[17] The CRRES MEA instrument has provided the mea-

surements of electron flux since 29 July 1990, which was
chosen to be the first day of the studied time period. Figure 1g
shows daily averaged 1 MeV energy fluxes, measured by
the MEA instrument on CRRES, reproduced from Shprits
et al. [2006a]. The fluxes are plotted as a function of the
adiabatic invariant L*, therefore the plotted flux variations
are not produced by adiabatic radial transport. L* is inversely
proportional to the amount of magnetic flux enclosed by a
particle azimuthal drift orbit and is calculated using the
Tsyganenko 89 (T89) [Tsyganenko, 1989] magnetic field
model. The proper definition of L* and its relation to radial
distance are given in section 3.
[18] An intense geomagnetic storm occurs just before the

beginning of CRRES MEA data collection on DOY 210
(29 July 1990), so not all phases of this storm were
observed by the satellite. During the 100 day period, the
first of the moderate storms occurs on DOY 227.5 and is
preceded by a strong pressure pulse and an increase of solar
wind density and velocity. A day later, the Dst index
reaches its minimum value of −50 nT before starting to
increase, which indicates a transition between the main and
recovery phases. The outer radiation belt fluxes are depleted
before the storm and do not experience significant changes
during the main phase of the storm. However, during the
recovery phase, the electron fluxes increase far above the
prestorm level with a peak around L* = 5. The main phase
of the following storm starts on DOY 233 and produces a
depletion of electron fluxes in the outer belt. At the end of
the main phase, the Dst index decreases to −100 nT and the
Kp index increases to 6, which are typical values for an
intense storm. At the beginning of the recovery phase, the
Kp index increases slightly above 6 and then gradually
decreases to a quiet time value of Kp = 1. During the
recovery phase of that storm, the outer radiation belt moves
inward and the peak in the electron fluxes increases sig-
nificantly. Just a few days later on DOY 238, another very
intense storm with Dst < − 100 nT and Kp > 6 completely
removes the electron population above L* > 4.5, moving the
peak of fluxes to L* = 3.
[19] The next 40 days are characterized by a relatively low

level of geomagnetic activity with Dst > − 50 nT and Kp
oscillating between 2 and 4. During these days, the outer
radiation belt fluxes first increase, then decrease, and then
increase again around L* = 5 as a consequence of three small
geomagnetic storms on DOYs 254, 261, and 264.
[20] The most intense geomagnetic storm of the 100 day

period starts in the middle of DOY 282, 9 October 1990. The
Dst index drops to −133 nT while the Kp index increases to

6. During the main phase of the storm, the outer radiation
belt electron fluxes decrease slightly, however, during the
recovery phase, the electron fluxes rapidly and significantly
increase at all L* above 3. The two following moderate
storms on DOYs 293 and 296.5 gradually reduce the outer
radiation belt fluxes back to a relatively low quiet time level.
[21] The coronal mass ejection driven 9 October 1990

(DOY 282) storm was studied previously by several authors
[Brautigam and Albert, 2000; Summers et al., 2002; Albert
et al., 2009; Su et al., 2011]. Brautigam and Albert [2000]
developed a Kp-parameterized radial diffusion model and
used the LANL geosynchronous data as a boundary condi-
tion to show that radial diffusion can account for the
decrease and increase of MeV electron fluxes during the
main phase, but could not explain the gradual increase of
the fluxes throughout the recovery phase of the storm.
Summers et al. [2002] used the CRRES measurements to
show the possibility of local stochastic acceleration of low-
energy electrons by chorus waves during the recovery phase
of the 9 October and similar storms. Albert et al. [2009]
used a 3-D model to perform a 10 day simulation and
compared the results with the CRRES observations. The
model included radial diffusion due to ULF waves and pitch
angle, energy, and mixed diffusion due to chorus waves for
a range of L*, 3.55 to 6.15. The electron flux observations
were used at the inner and outer radial boundaries, as well
as at all radial distances for low- and high-energy electrons
and electrons with 0° and 90° equatorial pitch angles. A
good agreement with data was shown, which indicates that
the variation of electron fluxes can be well described by the
3-D Fokker-Planck equation. Recently, Su et al. [2011]
used the Storm-Time Evolution of Electron Radiation Belt
(STEERB) 3-D model to reproduce the depletion of elec-
tron fluxes in the outer radiation belt during the storm on
9 October 1990.
[22] Our investigation of radiation belt flux for a 100 day

time period allows us to compare observational data and
model results during multiple storms as well as during quiet
times. The chosen 100 day time period consists of several
moderate and intense geomagnetic storms that produce dif-
ferent responses in the outer radiation belt. With the focus on
this challenging for numerical modeling time interval, such
comparison will allow to further test our radiation belt model
and to see if it models all the dominant processes for the
radiation belt dynamics.

3. Model Description

[23] The evolution of relativistic electrons in the radiation
belts is modeled by the bounce-averaged Fokker-Planck
equation [e.g., Schulz and Lanzerotti, 1974; Schulz, 1991]:
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[16] Electron fluxes for this study are provided by the
Combined Release and Radiation Effects Satellite (CRRES).
CRRES was launched on 20 July 1990, and was orbiting at a
perigee of 1.05 RE and at an apogee of 6.26 RE with an
inclination of 18° and orbital period of 9.4 hours. The
Medium Electron A (MEA) instrument [Vampola et al.,
1992] installed on CRRES measures electron fluxes and
provides excellent coverage of almost all equatorial pitch
angles due to CRRES near-equatorial orbit. The energies,
measured by MEA, are logarithmically distributed from
0.15 to 1.58 MeV, with seventeen energy channels in total.
The pitch angle resolution, provided by CRRES MEA, is 5°.
[17] The CRRES MEA instrument has provided the mea-

surements of electron flux since 29 July 1990, which was
chosen to be the first day of the studied time period. Figure 1g
shows daily averaged 1 MeV energy fluxes, measured by
the MEA instrument on CRRES, reproduced from Shprits
et al. [2006a]. The fluxes are plotted as a function of the
adiabatic invariant L*, therefore the plotted flux variations
are not produced by adiabatic radial transport. L* is inversely
proportional to the amount of magnetic flux enclosed by a
particle azimuthal drift orbit and is calculated using the
Tsyganenko 89 (T89) [Tsyganenko, 1989] magnetic field
model. The proper definition of L* and its relation to radial
distance are given in section 3.
[18] An intense geomagnetic storm occurs just before the

beginning of CRRES MEA data collection on DOY 210
(29 July 1990), so not all phases of this storm were
observed by the satellite. During the 100 day period, the
first of the moderate storms occurs on DOY 227.5 and is
preceded by a strong pressure pulse and an increase of solar
wind density and velocity. A day later, the Dst index
reaches its minimum value of −50 nT before starting to
increase, which indicates a transition between the main and
recovery phases. The outer radiation belt fluxes are depleted
before the storm and do not experience significant changes
during the main phase of the storm. However, during the
recovery phase, the electron fluxes increase far above the
prestorm level with a peak around L* = 5. The main phase
of the following storm starts on DOY 233 and produces a
depletion of electron fluxes in the outer belt. At the end of
the main phase, the Dst index decreases to −100 nT and the
Kp index increases to 6, which are typical values for an
intense storm. At the beginning of the recovery phase, the
Kp index increases slightly above 6 and then gradually
decreases to a quiet time value of Kp = 1. During the
recovery phase of that storm, the outer radiation belt moves
inward and the peak in the electron fluxes increases sig-
nificantly. Just a few days later on DOY 238, another very
intense storm with Dst < − 100 nT and Kp > 6 completely
removes the electron population above L* > 4.5, moving the
peak of fluxes to L* = 3.
[19] The next 40 days are characterized by a relatively low

level of geomagnetic activity with Dst > − 50 nT and Kp
oscillating between 2 and 4. During these days, the outer
radiation belt fluxes first increase, then decrease, and then
increase again around L* = 5 as a consequence of three small
geomagnetic storms on DOYs 254, 261, and 264.
[20] The most intense geomagnetic storm of the 100 day

period starts in the middle of DOY 282, 9 October 1990. The
Dst index drops to −133 nT while the Kp index increases to

6. During the main phase of the storm, the outer radiation
belt electron fluxes decrease slightly, however, during the
recovery phase, the electron fluxes rapidly and significantly
increase at all L* above 3. The two following moderate
storms on DOYs 293 and 296.5 gradually reduce the outer
radiation belt fluxes back to a relatively low quiet time level.
[21] The coronal mass ejection driven 9 October 1990

(DOY 282) storm was studied previously by several authors
[Brautigam and Albert, 2000; Summers et al., 2002; Albert
et al., 2009; Su et al., 2011]. Brautigam and Albert [2000]
developed a Kp-parameterized radial diffusion model and
used the LANL geosynchronous data as a boundary condi-
tion to show that radial diffusion can account for the
decrease and increase of MeV electron fluxes during the
main phase, but could not explain the gradual increase of
the fluxes throughout the recovery phase of the storm.
Summers et al. [2002] used the CRRES measurements to
show the possibility of local stochastic acceleration of low-
energy electrons by chorus waves during the recovery phase
of the 9 October and similar storms. Albert et al. [2009]
used a 3-D model to perform a 10 day simulation and
compared the results with the CRRES observations. The
model included radial diffusion due to ULF waves and pitch
angle, energy, and mixed diffusion due to chorus waves for
a range of L*, 3.55 to 6.15. The electron flux observations
were used at the inner and outer radial boundaries, as well
as at all radial distances for low- and high-energy electrons
and electrons with 0° and 90° equatorial pitch angles. A
good agreement with data was shown, which indicates that
the variation of electron fluxes can be well described by the
3-D Fokker-Planck equation. Recently, Su et al. [2011]
used the Storm-Time Evolution of Electron Radiation Belt
(STEERB) 3-D model to reproduce the depletion of elec-
tron fluxes in the outer radiation belt during the storm on
9 October 1990.
[22] Our investigation of radiation belt flux for a 100 day

time period allows us to compare observational data and
model results during multiple storms as well as during quiet
times. The chosen 100 day time period consists of several
moderate and intense geomagnetic storms that produce dif-
ferent responses in the outer radiation belt. With the focus on
this challenging for numerical modeling time interval, such
comparison will allow to further test our radiation belt model
and to see if it models all the dominant processes for the
radiation belt dynamics.

3. Model Description

[23] The evolution of relativistic electrons in the radiation
belts is modeled by the bounce-averaged Fokker-Planck
equation [e.g., Schulz and Lanzerotti, 1974; Schulz, 1991]:
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The evolution of the radiation belt electrons 
can be modelled by the bounce-averaged 
Fokker-Planck equation [Schulz and 
Lanzerotti, 1974]: 

These models, such as Versatile Electron 
Radiation Belt (VERB) model employ 
numerical codes that involve finding 
solutions of the diffusion equations.



Diffusion Coefficients

Many approaches have been developed to calculate the diffusion coefficients, all 
of which require models of various waves.

For example, the VERB code employs statistical wave models for Lower Band 
Chorus (LBC), Hiss and Equatorial MagnetoSonic (EMS) waves.

Currently, the statistical models of the waves distributions employ wave 
measurements on various spacecraft, which are parameterized by the location of 
observations and current values for geomagnetic indices neglecting solar wind 
measurements and geomagnetic evolution.

Aims

Work Package 4 of PROGRESS aims to determine the influential parameters 
(solar wind and geomagnetic indices) that control the wave amplitude 
distribution at particular locations and then redevelop the statistical wave models



Diffusion coefficients

Statistical wave models

equatorial coverage is largely provided by DE1, CRRES,
Cluster 1 and THEMIS. Further out, in the region 5 < L* < 6,
the data comes mostly from CRRES, THEMIS and Double
Star TC1, and beyond L* = 6 the equatorial coverage is
largely provided by THEMIS and Double Star TC1. In
particular, the gap in the coverage in the region 4 < L* < 6
for 0800–1200 MLT in global wave models derived from
CRRES data [e.g., Meredith et al., 2001, 2003] is filled in,
primarily with data from Double Star TC1 and THEMIS.
The largest intensities, of the order 2000 pT2, are seen dur-
ing active conditions on the dawn-side.
[37] Figure 3 shows a comparison of the average intensity

of lower band chorus observed within !9" of the magnetic
equator during active conditions measured by each of the

satellites as a function of MLT for a selection of L* values
for, from bottom to top, L* = 5.5 ! 0.3, 6.5 ! 0.3 and
7.5 ! 0.3 respectively. In each case the data have been
smoothed by performing a running mean over 3 hours of
MLT. At L* = 7.5 (Figure 3, top) there is generally good
agreement, largely to within a factor of 3 or so, between the
THEMIS and Double Star TC1 data despite the average
intensities varying by almost two orders of magnitude with
MLT. Moving in, at L* = 6.5 (Figure 3, middle) there is
again good agreement, largely to within a factor of 3 or so
between the THEMIS and Double Star TC1 data between
0200 and 0800 MLT. The two Cluster 1 measurements also
show good agreement with the THEMIS and Double Star
TC1 data at 0500 and 0600 MLT. From 1000 to 1300 MLT

Figure 2. Equatorial wave intensity of lower band chorus as a function of L*, MLT and geomagnetic
activity for each of the five satellites.
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How to identify wave control parameters

What parameters influence the waves in the radiations belts?

How to identify these parameters?

SOLAR WIND
VELOCITY
DENSITY

MAGNETIC FIELD



Correlation

A simple quadratic system
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Where the output y at time t is a function of zero mean signal x and noise e
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Correlation

A simple quadratic system

𝑦 𝑡 = 𝑥( 𝑡 − 1 + e t
Where the output y at time t is a function of zero mean signal x and noise e

Calculate the correlation function:
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Correlation

A simple quadratic system

𝑦 𝑡 = 𝑥( 𝑡 − 1 + e t
Where the output y at time t is a function of zero mean signal x and noise e
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is ~0 for all delays even 
though x is the input to the 
system

Therefore, the correlation 
function can be misleading 
when applying it to 
nonlinear systems!



NARMAX FROLS ERR

Better to use techniques that are able to account for nonlinear systems, such as 
NARMAX FROLS ERR

u3(t − 2)u4 (t −1)
u1(t −1)
y(t −1)
u3(t − 4)
y2 (t − 4)

Model 
Terms

Structure Selection



NARMAX FROLS ERR

A simple quadratic system

𝑦 𝑡 = 𝑥( 𝑡 − 1 + e t
Where the output y at time t is a function of zero mean signal x and noise e

NARX model:

F as a third degree polynomial

Where v was a random variable

TERM ERR (%)
x2(t-1) 98.6

y(t) = F [y(t� 1), y(t� 2), x(t� 1), x(t� 2), v(t� 3), v(t� 1), v(t� 2), v(t� 3)]



Wave data
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Output Data
Wave intensity, Bw , for each MLT, L bin
From THEMIS, Cluster and Double Star 

Input Data
Solar wind Velocity V, 
Density n, 
Pressure p, 
and IMF factor BB

Lags: 0 hours, 2 hours, 4 hours,…, 20 hours

N.B. F contains no autoregressive or moving average terms as 
wave data is too sparse

ERR analysis of radiation belt waves 

Bw(L,MLT, t) =F [V (t� 0), V (t� 2), ..., V (t� 20),

n(t� 0), n(t� 2), ..., n(t� 20),

p(t� 0), p(t� 2), ..., p(t� 20),

BB(t� 0), BB(t� 2), ..., BB(t� 20)]



ERR analysis of radiation belt waves: LBC waves 

Linear F
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ERR analysis of radiation belt waves: Hiss waves 
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ERR analysis of radiation belt waves: Hiss waves 

Quadratic F Rotated bins



ERR analysis of radiation belt waves: EMS waves 

Linear F



ERR analysis of radiation belt waves: EMS waves 

Quadratic F



ERR analysis of radiation belt waves: EMS waves 

Quadratic F Rotated bins



Output Data
Wave intensity, Bw , for each MLT, L bin
From THEMIS, Cluster and Double Star 

Input Data
Solar wind Velocity V, 
Density n, 
Pressure p, 
IMF factor BB ,
Dst index Dst,
And AE index AE.
Lags: 2 hours, 4 hours,…, 20 hours

N.B. F contains no autoregressive or moving average terms as 
wave data is too sparse

ERR analysis of radiation belt waves 

Bw(L,MLT, t) = F [V (t� 0), V (t� 2), ..., V (t� 20),

n(t� 0), n(t� 2), ..., n(t� 20),

p(t� 0), p(t� 2), ..., p(t� 20),

BB(t� 0), BB(t� 2), ..., BB(t� 20),

Dst(t� 0), Dst(t� 2), ..., Dst(t� 20),

AE(t� 0), AE(t� 2), ..., AE(t� 20)]



ERR analysis of radiation belt waves: LBC waves 

Quadratic F



ERR analysis of radiation belt waves: Hiss waves 

Quadratic F



ERR analysis of radiation belt waves: EMS waves 

Quadratic F




