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1 Introduction

Work Package 4 is devoted to the development of a new statistical wave model, which

can be used to estimate the quasi-linear di↵usion coe�cients within numerical models

that simulate the radiation belt environment. Currently, the statistical models of such

waves are parameterised by the location and geomagnetic indices. This assumes that

the preceding state of the magnetosphere plays no role in the current wave distribution

in the magnetosphere. Also, it is known that electron fluxes at GEO are influenced

more by solar wind velocity and density than that of the geomagnetic indices. Therefore,

such parameters that are statistically related to the fluences of electrons should also be

included in the development of statistical wave models. The initial problems to making

such a model is to identify the solar wind parameters and geomagnetic indices that e↵ect

the wave distribution in a particular location and determine the time delay between cause

and e↵ect. The Error Reduction Ratio (ERR) analysis, which is key in the development

of Nonlinear Auto-Regressive Moving Average eXogenous input (NARMAX) models, can

solve both these problems and is employed in this study.

The main goal of this deliverable is to identify the geomagnetic and solar wind influence

on di↵erent emissions within the inner magnetosphere. The ERR analysis is employed to

identify these control parameters and determine the significant time lag. The emissions

that we are concerned with for this study are lower band chorus, hiss and equatorial

magnetosonic waves.
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2 Conclusion

The results presented in this study show that while the AE and Dst index control the

largest proportion of the emissions variance, the solar wind parameters also have a signif-

icant contribution to the emissions variance according to the ERR analysis.

The statistical wave models that have previously been employed within numerical

codes also have no definitive answer for the lag of the geomagnetic indices that should be

used to organise models. The results from the ERR analysis have identified the significant

lags to use for both geomagnetic indices and solar wind parameters.
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Abstract. Statistical wave models, describing the distribution of wave4

amplitudes as parameters such as location and geomagnetic activity, are needed5

as the basis to describe the wave particle interactions within models of the6

radiation belts. In this study, we widen the scope of the statistical wave mod-7

els by investigating which of the solar wind parameters or geomagnetic in-8

dices have the greatest influence on plasma waves in the radiation belts. The9

three emission types analysed in this study were Lower Band Chorus (LBC),10

Hiss and Equatorial MagnetoSonic (EMS) waves. The solar wind parame-11

ters or geomagnetic indices with the greatest control over the waves were found12

using the Error Reduction Ratio (ERR) analysis, which plays a key role in13

system identification modelling techniques. In this application, the wave mag-14

nitudes for the three emission types at di↵erent locations are considered as15

the output data, while the solar wind parameters and geomagnetic indices16

are the input data. The ERR analysis automatically determines a set of the17

most influential parameters that explain the variations in the emissions. The18

results show that the majority of the variation in emissions may be attributed19

to geomagnetic activity, such as the variation in the AE index. However, the20

results also show that the solar wind parameters also explain a significant21

proportion of the variance, such as solar wind velocity, which has a signif-22

icant ERR in many of the locations that were analysed.23
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1. Introduction

Highly energetic electrons were observed by Van Allen [1959] during the first in situ24

space radiation measurements, leading to the discovery of the radiation belts. High flu-25

ences of these electrons have been known to cause serious problems to the satellites that26

transit this region. These problems can range from single event upsets, from which the27

spacecraft will recover, to the total failure of the satellite [Blake et al., 1992]. With28

prior warning of when these high fluences are expected to occur it is possible for satellite29

operators to mitigate some of the damaging e↵ects of these electrons.30

To forecast these events a reliable model of the radiation belt system is required, which31

can accurately forecast the magnitude of the electron fluxes. Electron flux models based on32

first principles, such as Versatile Electron Radiation Belt (VERB) [Subbotin et al., 2011],33

employ numerical codes that involve finding solutions of the di↵usion equations. Within34

these codes, the tensors of the quasilinear di↵usion coe�cients need to be calculated to35

estimate the e↵ects of the various wave modes on the energy and pitch angle scattering.36

To accurately evaluate these tensor di↵usion coe�cients for the VERB code, statistical37

wave models for Lower Band Chorus (LBC), Hiss and Equatorial MagnetoSonic (EMS)38

waves are used.39

Chorus emissions are electromagnetic waves found outside the plasmapause near the40

geomagnetic equator [Burtis and Helliwell , 1969; Santoĺık et al., 2005; Li et al., 2011].41

They are observed in two frequency bands, above and below half the electron gyrofre-42

quency [Helliwell , 1967; Tsurutani and Smith, 1974; Agapitov et al., 2013]. These waves43

have been shown to interact with the population of electrons within the radiation belts,44
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resulting in electron acceleration and also the loss of electrons by pitch angle scattering45

into the loss cone [Bortnik and Thorne, 2007; Shprits et al., 2008; Mourenas et al., 2012;46

Artemyev et al., 2013; Mourenas et al., 2014]. The e↵ect of upper band chorus waves on47

energetic electrons have been shown to be significantly lower than that of LBC [Meredith48

et al., 2001; Haque et al., 2010] and so is not included in this study.49

Plasmaspheric hiss are electromagnetic waves that occur within high density regions of50

the plasmasphere and have a frequency range of 100 Hz to several kHz. Hiss waves are51

known to cause pitch angle scattering over a wide range of electron energies and L-shells52

and thus lead to the precipitation of the electron through the loss cone [Meredith et al.,53

2006; Summers et al., 2007; Orlova et al., 2014].54

The electromagnetic EMS waves are whistler mode emissions that propagate almost55

perpendicular with respect to the external magnetic field and are spatially confined to56

within a few degrees of the geomagnetic equator, both inside and outside the plasmasphere57

[Russell et al., 1970; Laakso et al., 1990; Santoĺık et al., 2002]. They are observed between58

the proton gyrofrequency and the lower hybrid resonance frequency and generated as a59

result of proton ring distributions [Perraut et al., 1982; Boardsen et al., 1992; Chen et al.,60

2011; Ma et al., 2014; Balikhin et al., 2015]. It has been shown that EMS waves are able to61

interact with electrons through Landau resonance and accelerate electrons to relativistic62

speeds Horne et al. [2007].63

Currently, the statistical models of such waves are parameterised by the location of64

observations and current values for geomagnetic indices. This assumes that the preceding65

state of the magnetosphere plays no role in the current wave distribution in the mag-66

netosphere. Also, it is known that electron fluxes at Geostationary Earth Orbit (GEO)67
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are influenced more by changes in the solar wind velocity and density than that of the68

geomagnetic indices [Paulikas and Blake, 1979; Blake et al., 1997; Reeves et al., 2011;69

Balikhin et al., 2011; Boynton et al., 2013]. Therefore, such parameters that are statis-70

tically related to the fluences of electrons should also be included in the development of71

statistical wave models. The initial problems of developing such a model is to identify the72

solar wind parameters and geomagnetic indices that have the greatest influence on the73

wave distribution at a particular location and to determine the time delay between cause74

and e↵ect.75

The Error Reduction Ratio (ERR) analysis, which is key in the development of Non-76

linear Auto-Regressive Moving Average eXogenous input (NARMAX) models, can solve77

both these problems. The ERR analysis is able to assess the influence of di↵erent inputs78

with di↵erent time lags on the measured output. It was first developed by Billings et al.79

[1988] in the field of system identification to determine the most influential inputs to a80

NARMAX model. It has since been employed in a wide range of fields, from modelling81

the tide in the Venice Lagoon [Wei and Billings , 2006] to analysing the adaptive changes82

in the photoreceptors of Drosophila flies [Friederich et al., 2009]. In the field of space83

physics, the ERR analysis has been used to develop models for the Dst index [Boaghe84

et al., 2001; Balikhin et al., 2001; Boynton et al., 2011a] and the electron fluxes at GEO85

[Wei et al., 2011; Boynton et al., 2015]. Due to the on going question of which solar wind-86

magnetosphere coupling function controls the Dst index, Boynton et al. [2011b] employed87

the ERR analysis to deduce a solar wind-magnetosphere coupling function. The advantage88

of the ERR analysis is that it can automatically combine inputs, cross-coupling them into89

a nonlinear function. The technique of employing the ERR to automatically determine90
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the most influential inputs to a system was also applied to a wide range of electron flux91

energies at GEO [Balikhin et al., 2011; Boynton et al., 2013]. These studies found that92

the solar wind density plays a significant role in the dynamics of the high energy electrons93

(> 1 MeV). In addition, the ERR results showed the existence of a relationship between94

the time lags of the solar wind velocity and the energy of the electrons and thus allowed95

Balikhin et al. [2012] to compare this with the energy di↵usion equation, leading to the96

conclusion that electron acceleration due to local di↵usion does not dominate at GEO.97

The aims of this study are to determine the influential parameters that control the wave98

amplitude distribution at particular locations. The ERR analysis is employed to identify99

these control parameters from a set that includes solar wind variables and geomagnetic100

indices, and also to determine any significant time lags. The wave distributions that we101

are concerned with for this study are the same ones that are required for the VERB102

code: LBC, hiss and EMS waves. The first step in this study was to determine which103

particular locations to use for each emission type. This is discussed in Section 2 along104

with a description of the instrumentation and data employed for this study. Section 3105

gives more detail on the ERR analysis and how it is utilised. The results are presented in106

Section 4 and discussed in Section 5. Finally the study is concluded in Section 6107

2. Data and instrumentation

The solar wind data used for this study was obtained from OMNI website108

(http://omniweb.gsfc.nasa.gov). The 1-minute solar wind velocity, density and IMF109

data were then averaged over 1 hour. The AE index and Dst index were ob-110

tained from the World Data Center for Geomagnetism, Kyoto (http://wdc.kugi.kyoto-111
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u.ac.jp/index.html). Here, the hourly Dst index was employed as input to the algorithm112

without modification, while the 1-minute AE index data were averaged over 1 hour.113

The wave data used in this study come from the search coil magnetometer instruments114

onboard the Cluster [Escoubet et al., 1997] and THEMIS [Angelopoulos , 2008] spacecraft115

during the periods February 2001 to December 2010 and January 2008 to December 2014116

respectively. The Cluster STAFF-SA (Spatio-Temporal Analysis of Field Fluctuations117

Spectrum Analyser) [Cornilleau-Wehrlin et al., 1997] measured magnetic field oscillations118

in the frequency range 8 Hz to 4 kHz using 27 logarithmically spaced frequency channels119

and a sampling rate in the range of 1 to 8 Hz. THEMIS data come from the search coil120

magnetometer (SCM) [Roux et al., 2008] on satellites A, D, and E. SCM was designed to121

investigate magnetic field oscillations in the frequency range 0.1 Hz to 4 kHz in 6 frequency122

bands (filter bank mode) and sampling rates between 1/16 to 8 Hz.123

Each of the three emission types is observed in their own distinct frequency range.124

These frequency ranges were used to separate the di↵erent waves into three datasets, one125

for each emission. The three datasets contained the LBC, hiss and EMS wave magnitude126

in time, L-shell, Magnetic Local Time (MLT) and magnetic latitude.127

The next step was to determine the spatial resolutions for each of the bins or sectors.128

This study only considered measurements in the vicinity of the equator for each of the129

emission types. Therefore the spatial dimensions in magnetic latitude was between -15�130

and 15�. The bin size for the other two spatial dimensions was determined by data131

availability. Initially, the number of satellite tracks in each spacial bin covering 1 hour132

MLT and 1 RE radially (with a range of 3-7 RE) was determined. These spatial bins133

were then combined first radially into 2 bins covering 4  L  5 and 5 < L  7 and134
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then secondly by MLT such that each of the spatial bins would contain over 1000 data135

points. This criteria arises due to the fact that the ERR analysis requires around 1000136

data points, covering a wide range of conditions, for reliable results. The final set of data137

bins employed for this study are shown in Table 1 for LBC, Table 2 for Hiss and Table 3138

for EMS. Note that in Tables 2 and 3 there are bins that overlap each other, for example139

the Hiss bins between 20-00 MLT and 22-04 MLT. The reason for this is that a single140

bin covering 00-04 MLT would not contain enough data for the ERR analysis to perform141

reliably.142

Once all the spatial resolutions for the bins were determined, a 1-hour resolution time143

series dataset was constructed for each wave types at each selected location. With each144

of the spatial bins, the data point at time t was the maximum wave magnitude between145

the start of the hour and just before the start of the next hour. If no satellite measured146

the wave magnitude within the spatial bin for time t then the value was set to not a147

number and the ERR analysis would exclude this data point within the algorithm. Since148

the satellite coverage for the desired spatial bins was sparse, the majority of the datasets149

were data gaps.150

3. Methodology

The methodology employed for this study is the ERR analysis, which plays a pivotal151

role in identifying a NARMAX model [Leontaritis and Billings , 1985a, b] and is based152

on the Forward Regression Orthogonal Least Squares (FROLS) algorithm [Billings et al.,153
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1988]. A single output multi input NARMAX model can be represented as Eq. (1)154

y(t) = F [y(t� 1), ..., y(t� ny),

u1(t� 1), ..., u1(t� nu1), ...,

um(t� 1), ..., um(t� num), ...,

e(t� 1), ..., e(t� ne)] + e(t) (1)

where y at time t is the output parameter that is to be modelled as some nonlinear155

function, F , of past outputs, past inputs u (where 1,...,m represent m di↵erent inputs),156

and past error terms e. Here, ny, nu1 , ..., num and ne are the maximum lags for the output,157

m inputs and error terms.158

If Equation (1) is set to be a polynomial with a cubic degree of nonlinearity and the159

maximum lags of the output, 6 inputs, and error terms is set to 10, then there will be160

43680 monomials within the polynomial. The vast majority of these monomials will have a161

negligible influence on the output and thus the coe�cient attached to these monomials will162

be zero. The majority of the variance of y can usually be explained by a few monomials163

and the FROLS algorithm is able to deduce and rank these significant monomials from the164

input and output data. This makes the FROLS algorithm highly useful for determining165

the parameters that influence the system, since with this study, we are not sure which166

solar wind and geomagnetic conditions lead to the waves within the inner magnetosphere.167

The FROLS algorithm ranks each candidate monomial by its ERR. The ERR of a168

monomial represents the proportion (or percentage) of the output variance that is ac-169

counted for by that particular monomial. The process that is used to determine the ERR170

involves an iterative forward regression methodology and proceeds as follows. During the171
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first iteration, the ERR is calculated for each of the candidate monomials with respect172

to the output data set. The monomial with the highest value of ERR is selected as the173

first model term and the remaining monomials are then orthogonalised with respect to174

the selected monomial using a Gram-Schmidt process. A second iteration is then per-175

formed on the remaining orthogonalised monomials, calculating a new set of ERR values,176

extracting the highest term. The third iteration orthogonalises the remaining terms with177

respect to both the first and second monomials identified. This processes of orthogonal-178

isation with respect to the previously determined subspaces continues until the desired179

number of monomial terms has been selected. With each additional monomial selected,180

an increasing amount of the variance of the dependant variable is accounted for, i.e., the181

sum of the ERR, and thus the ratio of error to signal is reduced. The orthogonalisation182

allows for the individual contribution of each monomial to be determined. The full details183

of the FROLS algorithm is beyond the scope of this paper but detailed explanations of184

the algorithm can be found in Billings et al. [1989] or Boynton et al. [2011b].185

For this study, wave emission data in a location described in MLT and L-shell are taken186

as the output data. The ERR analysis was then run for each location bin and for each187

wave type mentioned in Section 2. The same inputs were used for each of the 33 datasets,188

namely the solar wind velocity, density and dynamic pressure, the Dst index, the AE189

index and the IMF factor of the coupling function proposed by Balikhin et al. [2010] and190

Boynton et al. [2011b], BT sin6(✓/2) (where BT =
p
(B2

y +B2
z ) is the tangential IMF and191

✓ = tan�1(By/Bz) is the clock angle of the IMF).192

For each of the output datasets (characterised by wave type, MLT and L-shell), there193

are many data gaps because it is impossible for the satellites to monitor each location194
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all the time. As a result, there are very few cases for which there is su�cient data to195

assess the contribution of the previous output value to the system, i.e., if the system has196

a memory. Therefore, when the previous emission value is included in the search, there197

are very few data points to calculate the ERR and the results would not be reliable.198

As such, all auto-regressive terms in Equation (1) were removed from the search. The199

error terms were also excluded from the search for the same reason. This leaves only200

monomials consisting of the linear and nonlinear combinations of the exogenous inputs to201

be considered as candidates in the search. For each output dataset, the maximum number202

of lags was set to be 10 hours, while the degree of the polynomial was set to 1 to allow203

for a simpler analysis of the results. In a separate test the degree was set to 2 to identify204

any quadratic nonlinear combinations of the inputs.205

4. ERR analysis results

The results of the ERR analysis for the three emission types at the di↵erent locations206

and for both a polynomial degree of 1 and 2 can be found in the appendix (Tables 4-207

36). Figures 1, 2, and 3 were constructed to compare the linear ERR results in a simpler208

manner for the three wave types. The Figures 1-3 show a polar representation of the inner209

magnetosphere with L-shell as radial distance and MLT as azimuth. Each spatial bin used210

in the analysis is delineated by a white boarder. For each individual sector, there are two211

colours that represent the top two control parameters of the emission type according to212

their ERR. The radial width of each coloured segment is proportional to the parameters213

relative contribution to the emission, i.e., if there ERR of the top parameter was 20% and214

the second parameter was 10% then the colour of the top parameter would be in outer215
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two thirds of the radial distance for that sector while the colour for the second parameter216

would be in the remaining third.217

Each of the 6 parameters is represented by a di↵erent colour. The solar wind velocity218

is indicated by red, the density by yellow and the pressure by green. Blue represents219

the Dst index and magenta the AE index. The IMF factor from the coupling function220

proposed by Balikhin et al. [2010] and Boynton et al. [2011b] is cyan. The e↵ective lag221

of the control parameter is also depicted the Figures where darker colours signify a larger222

time lag.223

4.1. LBC wave distribution

Figure 1 shows the top two linear control parameters for LBC waves in each of the 10224

sectors analysed. The results show that either the AE index, Dst index or solar wind225

velocity have the largest ERR in all the sectors.226

The AE index has the largest control over the LBC from just before midnight to midday227

in the inner sectors between L-shells 4 and 5 and also has an influence in the afternoon228

sector, with time delays of 1 hour pre-noon and a 2 hour lag for the afternoon sector. The229

AE index also plays a significant role in the outer L-shells analysed in this study (between230

L=5-7). It has the largest ERR from 04 MLT to midday in the outer sectors, with a lag of231

1 hour at dawn and 2 hours pre-noon. A 1 hour delay of the AE index also has significant232

influence in the outer night sector.233

The Dst index has the largest ERR in all the afternoon and dusk sectors, with a two234

hour lag in the afternoon that increases to 9 and 4 hours for the inner and outer dusk235

sectors respectively.236
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The solar wind velocity with a 9 hour lag has the most control in the outer night sector237

according to ERR. It is also the second parameter in the other sectors apart from at dusk238

and in the inner afternoon sector (where it is the third parameter). In the dusk sectors239

the solar wind density and IMF factor are the second parameters for the inner and outer240

bins respectively.241

The ERR of a parameter explains the proportion of the dependant variable variance242

of the wave magnitude. Therefore, large di↵erences in the sum of the ERR of the two243

parameters,
P

ERR1�2, between each sector should be noted. This can be found from244

Tables 4-36. For instance,
P

ERR1�2 in the dusk sectors is much less than that of the245

dawn sector where the highest
P

ERR1�2 is found. The inner sectors also have a higher246

P
ERR1�2 than the outer sectors apart from in the pre-noon sector.247

4.2. Hiss wave distribution

Figure 2 shows the top two linear control parameters for Hiss waves in each of the 12248

sectors analysed. The grey line at 22 MLT indicates that sectors anticlockwise of the two249

sectors with the grey line striking through them, should extend from 22 MLT to 04 MLT250

due to the bins overlapping, as discussed in Section 2. For Hiss emissions, AE index, IMF251

Factor and Dst index have the largest ERR in di↵erent sectors.252

From 08 MLT to 20 MLT, the AE index is the parameter with the highest ERR. The253

time lags of the AE index increase from the pre noon sectors going anticlockwise to the254

dusk sector. The lags increase from 1 hour to 3 hours to 6 hours in the inner sectors and255

from 1 hour to 2 hours to 8 hours in the outer sectors.256

D R A F T November 3, 2015, 1:25pm D R A F T



X - 14 :

The IMF factor has the largest influence with respect to ERR from 22 MLT to 08 MLT,257

with no obvious patten in time lags, which are between 1 and 3 hours. The Dst index has258

the highest ERR in the two pre-midnight sectors, both with a lag of 1 hour.259

The solar wind velocity has the second highest ERR from midnight to the afternoon260

sector, apart from in the inner dawn sector where it was the solar wind density. The solar261

wind density was also the second parameter in the dusk sectors, while it was the dynamic262

pressure in the pre midnight sector.263

For Hiss waves, there is not as big a di↵erence in
P

ERR1�2 between highest and264

lowest sectors. Again, the lowest
P

ERR1�2 is in the outer dusk sector, while the highest265

P
ERR1�2 is in the outer dawn sector, however, the inner dawn sector has the second266

lowest
P

ERR1�2.267

4.3. EMS wave distribution

Figure 3 shows the top two linear control parameters for EMS waves in each of the268

11 sectors analysed. Again, the grey line in the sector at L = 5 � 7 and MLT=19-23,269

indicates that the adjacent sector anticlockwise should extend from 22 MLT to 05 MLT.270

As with Hiss waves, the top control parameters are AE index, Dst index and IMF factor271

according to the ERR. Due to maximising the amount of data in each sector to make the272

ERR analysis more reliable, the inner and outer sectors are not aligned.273

The AE index controls the pre-noon and afternoon inside sectors and the noon and dusk274

outside sectors. The top two parameters for the pre-noon inside sector are both the AE275

index, the top parameter having a time lag of 6 hour and the second parameter having a276

1 hour lag. Moving to the afternoon inside sector the AE index time lag becomes 3 hours.277
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The outside noon sector has a 1 hour lag, which increases to 2 hours for the dusk sector.278

The AE index also has the second highest ERR in the outside dawn sector.279

The Dst index has the most control of EMS waves in the inside sectors from 16 MLT280

to 4 MLT, which have long time lags of 9-10 hours, apart from the dusk sector, which is281

1 hour. It is also the second parameter for the inside dawn sector. The Dst index has282

the highest ERR for the two outer night time sectors between 19 MLT and 05 MLT. The283

sector on the morning side has a Dst time lag of 1 hour, while the evening sector has a 3284

hour Dst index lag.285

Both outer and inner sectors around dawn are controlled by the IMF factor with time286

lags of 6 and 7 hours. The IMF is also has the second highest ERR in the inside sectors287

from dusk to early morning and outside sector from late evening to early morning. The288

solar wind density is the second parameter in the sectors around noon and afternoon.289

EMS waves have the smallest
P

ERR1�2 of the three emission types studied with the290

highest in the inner afternoon sector and lowest at the outer dawn sector.291

5. Discussion

The aim of this study was to determine which the solar wind and geomagnetic parame-292

ters have the greatest influence on the LBC, Hiss and EMS emissions. This knowledge is293

needed to develop better statistical wave models, which may subsequently be used to eval-294

uate the tensors of the quasilinear di↵usion coe�cients within electron flux models such295

as VERB [Subbotin et al., 2011]. Current statistical wave models only use geomagnetic296

indices and do not take into account time delays. This study assesses both solar wind and297

geomagnetic parameters with up to 10 hours of lag, which should better account for the298

dynamical processes within the outer radiation belt. Therefore, the results of this study299
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will potentially lead to more reliable wave models and in-turn better forecasts of electron300

fluxes in the radiation belts from first principles based tools such as VERB.301

The results for LBC emissions are comparable with previous studies that compared302

wave distributions to geomagnetic indices [Meredith et al., 2003; Li et al., 2011; Meredith303

et al., 2012; Agapitov et al., 2013; Aryan et al., 2014]. These results found a strong304

relationship with geomagnetic indices, while the results from Aryan et al. [2014] showed305

some dependency with solar wind parameters. Aryan et al. [2014] found that intense LBC306

occur at times when the AE index, solar wind velocity, and dynamic pressure are high,307

the solar wind density is low and the z-component of the IMF is southward. However,308

identifying the correct set of parameters that control the LBC wave magnitudes is more309

complex because it is well known that geomagnetic indices have a strong relationship with310

solar wind parameters. Therefore, high wave intensities during periods of high solar wind311

velocity may be due to the high solar wind velocity increasing the geomagnetic activity.312

The ERR is able to separate out the individual dependencies for each of the parameters313

and assess their contribution. For example, if the AE index is the actual cause of the314

emission variation and the solar wind velocity controls a large proportion of the AE index315

variation, then the velocity will only contribute to the wave intensities as part of the AE316

index contribution. The ERR analysis should identify the AE index as the parameter317

with the strongest relationship with the wave intensity. When searching for the second318

parameter, the methodology will remove the velocity contribution associated with the AE319

index through the orthogonalisation discussed in Section 3. In this example, the velocity320

would not be selected as a parameter even if it had the second highest correlation (after321

AE index) with the wave intensities.322
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The results of the ERR analysis show that the AE index has a strong relationship with323

LBC waves in the same locations as the high intensity LBC waves observed by Meredith324

et al. [2003]. This spatial location also corresponds to where the largest sum of the ERR325

is found, which is logical since if there are larger variations in the signal then the signal326

to noise ratio (1�
P

ERR) will be larger. The time lags indicate that these high intensity327

LBC emissions are generated all across the dusk side of the inner magnetosphere 1-2 hours328

after substorm activity measured through the AE index. For the high intensity locations329

observed by Meredith et al. [2003], the solar wind velocity with a 6-10 hour time lag also330

has a significant dependance on LBC waves. Therefore, these results indicate that the331

velocity dependance showed by Aryan et al. [2014] is not simply acting through the AE332

index but should be included in statistical wave models.333

The results for the hiss emissions show a dependance with AE index on the dayside,334

stretching from 08 MLT to 20 MLT. This corresponds to the locations of equatorial high335

intensity hiss observed by Meredith et al. [2004] during active geomagnetic conditions.336

There is an interesting pattern with the time lags of the AE index and the hiss wave337

intensity. In both of the pre-noon sectors between 08-12 MLT, the hiss activity has 1338

hour time delay with AE index, then moving into the afternoon sector and then the dusk339

sector, the time lags of the AE index increase in steps. Again, as with LBC, the solar340

wind parameters have an independent role in influencing the hiss emissions according341

to the ERR, since they may be used to account for a significant proportion of the hiss342

variance. Therefore, such parameters should be included in statistical wave models and343

could potentially lead to better results for numerical di↵usion code models.344
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The results from the EMS waves show a noon to dusk relationship with AE index,345

a nightside relationship with Dst index and a dawn relationship with IMF factor. Solar346

wind velocity, density and pressure also explain a significant proportion of the EMS waves347

according to the ERR analysis. As such these parameters should be included in statistical348

wave models.349

The ERR was also set to search for any nonlinear influences on the emissions in a350

separate test, where the degree of the nonlinear exogenous inputs were set to be quadratic.351

These results are shown in Tables 4-36, where the identified linear parameters can be352

compared to the quadratic parameters selected by the ERR analysis. Each Table indicates353

an emission type for each sector, showing the ERR of the top five selected parameters354

for both the quadratic and linear search. In the majority of tables the parameter with355

the highest ERR in the linear test appears with the highest ERR in the quadratic test,356

however, often with another parameter coupled with it. The top parameter changes in357

only six sectors from all three wave types. Three of these change are from a linear Dst358

index to a combination of IMF factor and pressure, which is similar to the solar wind-Dst359

index coupling function proposed by Boynton et al. [2011b].360

It should be noted that the spatial sizes of each of the sectors were compromised so361

that there was enough data to perform the ERR analysis. Sectors in hiss and EMS had to362

overlap so that there was adequate information. With more data availability of the wave363

magnitudes it would be possible to increase the spatial resolution of this type of analysis364

and perhaps improve the results.365

6. Conclusions
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This study has analysed the solar wind and geomagnetic influences for three emission366

types in the inner magnetosphere. Previously, statistical wave models used in numerical367

di↵usion codes, have only considered geomagnetic influences, such as the AE index. The368

results presented in this study show that while the AE and Dst index control the largest369

proportion of the emissions variance, the solar wind parameters also have a significant370

contribution to the emissions variance according to the ERR analysis.371

The statistical wave models that have previously been employed within numerical codes372

also have no definitive answer for the lag of the geomagnetic indices that should be used to373

organise models. The results from the ERR analysis have identified the significant lags to374

use for both geomagnetic indices and solar wind parameters for a wide range of locations375

in the inner magnetosphere.376

This study had to compromise the size of the data bins or sectors to make sure that each377

sector had enough information to perform the ERR analysis. As such, with more data378

coverage from future missions that explore these emissions in the inner magnetosphere,379

we will be able to increase the spatial resolution of this type of analysis to yield more380

detailed results.381
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Table 1. Table showing the spatial dimensions of each bin for LBC

L-Shell (RE) MLT
4-5 04-08 08-12 12-16 16-22 22-04
5-7 04-08 08-12 12-16 16-22 22-04

Table 2. Table showing the spatial dimensions of each bin for hiss

L-Shell (RE) MLT
4-5 04-08 08-12 12-16 16-20 20-00 22-04
5-7 04-08 08-12 12-16 16-20 20-00 22-04

Table 3. Table showing the spatial dimensions of each bin for EMS

L-Shell (RE) MLT
4-5 00-04 04-08 08-12 12-16 16-20 20-00
5-7 05-11 11-15 15-19 19-23 22-05

Wei, H.-L., S. A. Billings, A. Surjalal Sharma, S. Wing, R. J. Boynton, and S. N. Walker,546

Forecasting relativistic electron flux using dynamic multiple regression models, Annales547

Geophysicae, 29 (2), 415–420, doi:10.5194/angeo-29-415-2011, 2011.548

Appendix A: ERR Tables

A1. LBC emissions

Tables 4-13 show the ERR analysis results for the top five linear and quadratic nonlinear549

control parameters for LBC emissions.550

A2. Hiss emissions

Tables 14-25 show the ERR analysis results for the top five linear and quadratic non-551

linear control parameters for Hiss emissions.552

A3. EMS emissions

Tables 26-36 show the ERR analysis results for the top five linear and quadratic non-553

linear control parameters for EMS emissions.554
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Table 4. Table showing the control parameters according to their ERR for LBC emissions at

L-shell 4-5 and MLT 22-04
LBC wave at L = 4-5 and MLT = 22-04
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-1) 11.52 AE(t-1)p(t-2) 13.70
V(t-10) 8.45 n(t-2)V(t-6) 4.52
Dst(t-4) 1.54 AE(t-1)V(t-10) 2.50
n(t-2) 1.16 Dst(t-1)AE(t-3) 1.71
p(t-2) 0.92 AE(t-1)AE(t-1) 1.51P

ERR 23.58
P

ERR 23.93

Table 5. Table showing the control parameters according to their ERR for LBC emissions at

L-shell 4-5 and MLT 04-08
LBC wave at L = 4-5 and MLT = 04-08
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-1) 21.75 AE(t-1)AE(t-1) 23.46
V(t-7) 11.38 AE(t-1)p(t-1) 4.62
Dst(t-7) 2.08 V(t-7) 3.09
BT sin6(✓/2)(t-10) 0.91 n(t-1) 2.60
V(t-5) 0.41 AE(t-1) 1.95P

ERR 36.53
P

ERR 35.72

Table 6. Table showing the control parameters according to their ERR for LBC emissions at

L-shell 4-5 and MLT 08-12
LBC wave at L = 4-5 and MLT = 08-12
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-1) 15.36 AE(t-1)V(t-2) 16.94
V(t-6) 7.86 V(t-2) 7.86
AE(t-2) 1.74 AE(t-4)p(t-10) 1.83
n(t-2) 1.01 AE(t-2) 0.95
BT sin6(✓/2)(t-10) 0.61 AE(t-1)AE(t-1) 0.68P

ERR 26.57
P

ERR 28.26
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Table 7. Table showing the control parameters according to their ERR for LBC emissions at

L-shell 4-5 and MLT 12-16
LBC wave at L = 4-5 and MLT = 12-16
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-2) 11.01 Dst(t-3)AE(t-2) 13.84
AE(t-2) 3.69 AE(t-2)p(t-9) 2.08
V(t-10) 2.91 Dst(t-1)p(t-2) 1.93
n(t-9) 1.11 Dst(t-7)V(t-7) 1.80
p(t-9) 0.99 V(t-10) 1.51P

ERR 19.72
P

ERR 21.16

Table 8. Table showing the control parameters according to their ERR for LBC emissions at

L-shell 4-5 and MLT 16-22
LBC wave at L = 4-5 and MLT = 16-22
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-9) 3.77 Dst(t-9)V(t-3) 4.10
n(t-3) 1.53 n(t-3) 1.54
AE(t-7) 0.77 BT sin6(✓/2)(t-5)n(t-10) 1.09
BT sin6(✓/2)(t-5) 0.62 AE(t-7)V(t-3) 0.78
p(t-1) 0.39 Dst(t-1)BT sin6(✓/2)(t-9) 0.75P

ERR 7.07
P

ERR 8.26

Table 9. Table showing the control parameters according to their ERR for LBC emissions at

L-shell 5-7 and MLT 22-04
LBC wave at L = 5-7 and MLT = 22-04
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
V(t-9) 5.67 V(t-9) 5.94
AE(t-1) 5.21 AE(t-1)V(t-3) 5.66
Dst(t-10) 0.89 AE(t-1)AE(t-1) 2.21
BT sin6(✓/2)(t-1) 0.73 BT sin6(✓/2)(t-1) 2.19
p(t-7) 0.72 Dst(t-10) 0.82P

ERR 13.22
P

ERR 16.81
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Table 10. Table showing the control parameters according to their ERR for LBC emissions

at L-shell 5-7 and MLT 04-08
LBC wave at L = 5-7 and MLT = 04-08
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-1) 15.21 AE(t-1)V(t-1) 15.85
V(t-10) 10.16 V(t-10) 10.50
p(t-1) 1.68 BT sin6(✓/2)(t-1) 2.40
n(t-1) 0.90 AE(t-1)AE(t-1) 1.83
BT sin6(✓/2)(t-10) 0.57 V(t-10)V(t-10) 1.04P

ERR 28.52
P

ERR 31.61

Table 11. Table showing the control parameters according to their ERR for LBC emissions

at L-shell 5-7 and MLT 08-12
LBC wave at L = 5-7 and MLT = 08-12
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-2) 16.33 AE(t-1)V(t-1) 17.15
V(t-10) 8.60 V(t-2) 8.61
AE(t-1) 2.20 AE(t-2)AE(t-2) 3.29
p(t-1) 1.10 AE(t-2) 2.39
n(t-1) 1.08 BT sin6(✓/2)(t-2)V(t-7) 1.14P

ERR 29.31
P

ERR 32.58

Table 12. Table showing the control parameters according to their ERR for LBC emissions

at L-shell 5-7 and MLT 12-16
LBC wave at L = 5-7 and MLT = 12-16
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-2) 6.20 AE(t-3)V(t-3) 6.91
V(t-10) 3.45 V(t-9) 2.90
AE(t-7) 1.39 AE(t-7) 2.56
BT sin6(✓/2)(t-1) 1.33 AE(t-3)AE(t-3) 2.23
AE(t-3) 1.16 AE(t-7)AE(t-7) 1.04P

ERR 13.52
P

ERR 15.64
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Table 13. Table showing the control parameters according to their ERR for LBC emissions

at L-shell 5-7 and MLT 16-22
LBC wave at L = 5-7 and MLT = 16-22
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-4) 1.59 Dst(t-4) 1.59
BT sin6(✓/2)(t-1) 0.96 BT sin6(✓/2)(t-1) 0.96
p(t-1) 0.47 Dst(t-6)BT sin6(✓/2)(t-10) 0.62
n(t-2) 0.29 AE(t-1)BT sin6(✓/2)(t-1) 0.61
BT sin6(✓/2)(t-5) 0.21 AE(t-1) 0.46P

ERR 3.52
P

ERR 4.25
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Table 14. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 4-5 and MLT 22-04
Hiss wave at L = 4-5 and MLT = 22-04
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
BT sin6(✓/2)(t-3) 6.36 BT sin6(✓/2)(t-3)p(t-1) 8.51
V(t-7) 2.39 n(t-7)V(t-2) 1.51
Dst(t-6) 1.52 Dst(t-8)p(t-4) 1.32
p(t-2) 1.17 V(t-4) 0.98
BT sin6(✓/2)(t-8) 0.90 p(t-2)p(t-2) 0.64P

ERR 12.35
P

ERR 12.95

Table 15. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 4-5 and MLT 04-08
Hiss wave at L = 4-5 and MLT = 04-08
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
BT sin6(✓/2)(t-1) 4.06 BT sin6(✓/2)(t-1)p(t-3) 4.86
n(t-8) 1.90 BT sin6(✓/2)(t-3)p(t-8) 1.70
AE(t-1) 1.26 BT sin6(✓/2)(t-8)n(t-1) 1.46
V(t-2) 0.76 n(t-5) 1.24
BT sin6(✓/2)(t-4) 0.75 Dst(t-9)AE(t-4) 1.17P

ERR 8.73
P

ERR 10.43

Table 16. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 4-5 and MLT 08-12
Hiss wave at L = 4-5 and MLT = 08-12
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-1) 7.36 AE(t-1)AE(t-1) 7.81
V(t-2) 4.41 V(t-9) 4.21
AE(t-8) 0.53 AE(t-1)V(t-10) 0.79
BT sin6(✓/2)(t-9) 0.29 Dst(t-5)BT sin6(✓/2)(t-1) 0.64
AE(t-5) 0.28 AE(t-4)n(t-10) 0.62P

ERR 12.87
P

ERR 14.07
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Table 17. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 4-5 and MLT 12-16
Hiss wave at L = 4-5 and MLT = 12-16
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-3) 5.76 AE(t-3)BT sin6(✓/2)(t-5) 6.66
V(t-10) 3.59 AE(t-1)p(t-9) 1.53
AE(t-1) 1.33 Dst(t-10)Dst(t-10) 1.42
AE(t-5) 0.70 n(t-7) 1.13
n(t-2) 0.39 AE(t-3) 0.97P

ERR 11.77
P

ERR 11.72

Table 18. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 4-5 and MLT 16-20
Hiss wave at L = 4-5 and MLT = 16-20
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-6) 4.73 AE(t-7)V(t-3) 5.72
n(t-2) 4.21 n(t-2) 3.62
Dst(t-10) 1.51 AE(t-5)n(t-3) 1.94
BT sin6(✓/2)(t-1) 1.46 Dst(t-10)p(t-7) 1.41
AE(t-4) 1.09 AE(t-7)BT sin6(✓/2)(t-1) 1.22P

ERR 13.01
P

ERR 13.90

Table 19. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 4-5 and MLT 20-00
Hiss wave at L = 4-5 and MLT = 20-00
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-1) 5.73 BT sin6(✓/2)(t-3)p(t-1) 8.36
p(t-1) 3.04 n(t-2) 2.43
V(t-10) 2.54 AE(t-9)n(t-4) 1.76
AE(t-9) 1.25 BT sin6(✓/2)(t-2)p(t-1) 1.29
V(t-4) 0.69 BT sin6(✓/2)(t-9)p(t-7) 0.93P

ERR 13.25
P

ERR 14.77
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Table 20. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 5-7 and MLT 22-04
Hiss wave at L = 5-7 and MLT = 22-04
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
BT sin6(✓/2)(t-1) 5.20 AE(t-1)n(t-4) 7.53
V(t-10) 4.27 V(t-10) 3.84
p(t-3) 2.85 BT sin6(✓/2)(t-1) 1.45
Dst(t-1) 1.15 p(t-1)V(t-8) 1.13
AE(t-1) 0.34 BT sin6(✓/2)(t-1)n(t-2) 0.92P

ERR 13.80
P

ERR 14.87

Table 21. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 5-7 and MLT 04-08
Hiss wave at L = 5-7 and MLT = 04-08
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
BT sin6(✓/2)(t-2) 12.15 BT sin6(✓/2)(t-2)V(t-1) 12.93
V(t-10) 4.65 V(t-10) 5.17
AE(t-1) 2.27 AE(t-4)p(t-2) 1.40
V(t-1) 1.02 BT sin6(✓/2)(t-1)V(t-1) 1.00
n(t-3) 0.88 AE(t-7)BT sin6(✓/2)(t-4) 0.97P

ERR 20.96
P

ERR 21.47

Table 22. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 5-7 and MLT 08-12
Hiss wave at L = 5-7 and MLT = 08-12
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-1) 9.45 AE(t-1) 9.45
V(t-10) 4.96 V(t-10) 4.96
p(t-2) 0.68 AE(t-1)AE(t-1) 1.92
AE(t-10) 0.55 AE(t-10) 1.23
AE(t-2) 0.51 V(t-8)V(t-8) 0.99P

ERR 16.15
P

ERR 18.55
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Table 23. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 5-7 and MLT 12-16
Hiss wave at L = 5-7 and MLT = 12-16
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-2) 5.61 AE(t-2)V(t-4) 5.74
V(t-7) 3.31 V(t-7) 3.05
n(t-4) 0.64 Dst(t-3)AE(t-2) 0.76
Dst(t-10) 0.50 BT sin6(✓/2)(t-6)V(t-10) 0.72
AE(t-6) 0.49 BT sin6(✓/2)(t-8)n(t-9) 0.58P

ERR 10.55
P

ERR 10.85

Table 24. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 5-7 and MLT 16-20
Hiss wave at L = 5-7 and MLT = 16-20
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-8) 2.76 AE(t-8)V(t-4) 3.18
n(t-2) 2.23 n(t-2) 1.74
AE(t-2) 1.47 AE(t-2)p(t-1) 1.67
p(t-2) 0.97 n(t-10)n(t-10) 0.95
p(t-9) 0.72 Dst(t-1)p(t-9) 0.86P

ERR 8.15
P

ERR 8.40

Table 25. Table showing the control parameters according to their ERR for Hiss emissions

at L-shell 5-7 and MLT 20-00
Hiss wave at L = 5-7 and MLT = 20-00
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-1) 5.73 BT sin6(✓/2)(t-3)p(t-1) 8.36
p(t-1) 3.04 n(t-2) 2.43
V(t-10) 2.54 AE(t-9)n(t-4) 1.76
AE(t-9) 1.25 BT sin6(✓/2)(t-2)p(t-1) 1.29
V(t-4) 0.69 BT sin6(✓/2)(t-9)p(t-7) 0.93P

ERR 13.25
P

ERR 14.77
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Table 26. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 4-5 and MLT 00-04
EMS wave at L = 4-5 and MLT = 00-04
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-9) 3.25 Dst(t-8)V(t-10) 4.40
BT sin6(✓/2)(t-10) 1.26 AE(t-10) 1.91
V(t-8) 0.29 Dst(t-8) 0.91
Dst(t-8) 0.27 Dst(t-6)n(t-3) 0.44
p(t-5) 0.27 AE(t-10)n(t-9) 0.35P

ERR 5.33
P

ERR 8.01

Table 27. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 4-5 and MLT 04-08
EMS wave at L = 4-5 and MLT = 04-08
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
BT sin6(✓/2)(t-7) 1.34 BT sin6(✓/2)(t-7) 1.43
Dst(t-10) 0.68 Dst(t-10)V(t-9) 1.04
BT sin6(✓/2)(t-3) 0.46 p(t-3)n(t-10) 0.78
AE(t-7) 0.44 Dst(t-5)V(t-6) 0.56
BT sin6(✓/2)(t-1) 0.37 Dst(t-10)AE(t-7) 0.54P

ERR 3.29
P

ERR 4.34

Table 28. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 4-5 and MLT 08-12
EMS wave at L = 4-5 and MLT = 08-12
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-6) 2.77 AE(t-6) 2.77
AE(t-1) 1.96 AE(t-1) 1.96
n(t-1) 1.27 n(t-1)V(t-4) 1.29
Dst(t-10) 0.57 BT sin6(✓/2)(t-2)n(t-6) 1.11
BT sin6(✓/2)(t-10) 0.32 Dst(t-9)Dst(t-9) 0.79P

ERR 6.88
P

ERR 7.92
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Table 29. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 4-5 and MLT 12-16
EMS wave at L = 4-5 and MLT = 12-16
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-3) 5.78 AE(t-4)AE(t-4) 6.07
n(t-4) 3.09 AE(t-2)n(t-1) 1.82
BT sin6(✓/2)(t-3) 0.98 n(t-2) 1.35
p(t-4) 0.59 AE(t-1)AE(t-1) 1.19
AE(t-4) 0.59 AE(t-4) 0.92P

ERR 11.03
P

ERR 11.35

Table 30. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 4-5 and MLT 16-20
EMS wave at L = 4-5 and MLT = 16-20
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-2) 2.16 Dst(t-2)V(t-1) 2.37
BT sin6(✓/2)(t-1) 1.14 BT sin6(✓/2)(t-1)n(t-8) 1.08
AE(t-2) 0.81 AE(t-2)n(t-8) 0.94
n(t-2) 0.56 p(t-7)p(t-7) 0.75
BT sin6(✓/2)(t-7) 0.46 BT sin6(✓/2)(t-6)n(t-2) 0.65P

ERR 5.14
P

ERR 5.79

Table 31. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 4-5 and MLT 20-00
EMS wave at L = 4-5 and MLT = 20-00
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-10) 2.31 Dst(t-10)V(t-10) 2.63
BT sin6(✓/2)(t-1) 0.51 BT sin6(✓/2)(t-2)p(t-1) 0.63
p(t-1) 0.35 BT sin6(✓/2)(t-1)V(t-10) 0.52
Dst(t-5) 0.29 AE(t-1)BT sin6(✓/2)(t-7) 0.36
BT sin6(✓/2)(t-7) 0.16 Dst(t-5)V(t-5) 0.35P

ERR 3.63
P

ERR 4.49
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Table 32. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 5-7 and MLT 22-05
EMS wave at L = 5-7 and MLT = 22-05
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-1) 2.60 BT sin6(✓/2)(t-1)p(t-1) 3.14
BT sin6(✓/2)(t-1) 1.12 n(t-2) 1.30
n(t-2) 0.93 Dst(t-10)AE(t-8) 1.14
V(t-10) 0.59 Dst(t-9)BT sin6(✓/2)(t-9) 0.51
p(t-1) 0.48 AE(t-9)BT sin6(✓/2)(t-2) 0.37P

ERR 5.71
P

ERR 6.45

Table 33. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 5-7 and MLT 05-11
EMS wave at L = 5-7 and MLT = 05-11
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
BT sin6(✓/2)(t-6) 0.88 AE(t-10)n(t-2) 0.93
AE(t-10) 0.68 p(t-10)V(t-4) 0.80
BT sin6(✓/2)(t-2) 0.46 Dst(t-6)AE(t-10) 0.74
p(t-10) 0.43 BT sin6(✓/2)(t-1)n(t-3) 0.58
Dst(t-2) 0.28 AE(t-9) 0.54P

ERR 2.73
P

ERR 3.60

Table 34. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 5-7 and MLT 11-15
EMS wave at L = 5-7 and MLT = 11-15
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-1) 4.32 AE(t-2)V(t-10) 4.52
n(t-7) 2.39 V(t-5) 2.14
V(t-5) 0.54 BT sin6(✓/2)(t-2)V(t-1) 1.22
AE(t-2) 0.48 AE(t-2)p(t-10) 0.98
AE(t-10) 0.44 Dst(t-10)AE(t-10) 0.78P

ERR 8.16
P

ERR 9.64

D R A F T November 3, 2015, 1:25pm D R A F T



: X - 39

Table 35. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 5-7 and MLT 15-19
EMS wave at L = 5-7 and MLT = 15-19
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
AE(t-2) 2.30 AE(t-2)V(t-10) 3.07
n(t-2) 2.26 n(t-2) 2.02
p(t-2) 0.65 p(t-1)n(t-2) 0.65
AE(t-9) 0.23 AE(t-2)AE(t-2) 0.60
BT sin6(✓/2)(t-1) 0.23 Dst(t-4)p(t-8) 0.52P

ERR 5.68
P

ERR 6.86

Table 36. Table showing the control parameters according to their ERR for EMS emissions

at L-shell 5-7 and MLT 19-23
EMS wave at L = 5-7 and MLT = 19-23
Linear Quadratic Nonlinear
Control Parameter ERR(%) Control Parameter ERR(%)
Dst(t-3) 1.99 Dst(t-3)V(t-6) 2.66
BT sin6(✓/2)(t-8) 0.75 BT sin6(✓/2)(t-8) 0.87
n(t-10) 0.53 AE(t-8)n(t-4) 0.67
p(t-1) 0.49 n(t-6) 0.64
AE(t-6) 0.39 Dst(t-8)p(t-8) 0.62P

ERR 4.15
P

ERR 5.45
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Figure 1. The Figure depicts the ERR results of LBC emissions. It shows the equatorial plane

of the inner magnetosphere in distance and MLT, where each sector, or spatial bin, is delineated

by the white boundary. For each individual sector, there are two colours that represent the

top two control parameters of the emission type according to their ERR. The proportion of

radial length that each of the two colours occupy signifies their relative contribution to the LBC

emissions.
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Figure 2. The figure follows the same format as Figure 1 but for hiss emissions.
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Figure 3. The figure follows the same format as Figure 1 but for EMS emissions.
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